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Abstract 

Modern IT solutions, such as multi-agent systems, require the use of mechanisms that will introduce certain social 

elements to improve the process of communication. Such mechanisms may be trust and reputation models, which 

allow a very important aspect of human relations, i.e. trust, to be introduced between autonomous software agents.  

Models that are currently proposed usually fail to take into account openness of present systems or mobility of 

agents, which allows them to move across systems. According to the authors of this paper, agents from the same 

system should be evaluated in a different way than agents from a different multi-agent system. The concept of a trust 

model proposed in this paper takes into account the above mentioned factors and enables a simple evaluation of 

other agents depending on the system from which they come and the action they are designed to perform. 
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Introduction  

In order to increase its competitiveness, an organisation has to search for new IT solutions that 

are able to support its processes. Such solutions may be agent technologies (Soltysik-

Piorunkiewicz, Zytniewski, 2013). Agent solutions, thanks to their features, such as autonomy, 

proactivity, reactivity, social properties and communication, can support various areas of an 

organisation - in particular, they can be used to support knowledge-based organisations as an 

element of knowledge management systems (Zytniewski, 2013a). In this case, software agents 

may be applied in the processes of gathering and codifying knowledge, processing possessed 

knowledge and propagating it across an organisation and its environment. 

The key element of agent solutions is their autonomy, which allows agents to use their 

knowledge to make independent decisions based on their mechanism of artificial intelligence. 

This approach allows an agent to operate independently in a specific environment and enables it 

to perform its tasks without direct influence of a human being on its operation, but it also causes 

a risk that it may take actions that are unfavourable from the perspective of the system it 

supports. For that reason, it is necessary to search for solutions that would not limit the autonomy 

of agents in their operation, but at the same time ensure safety mechanisms for the system in 

which it resides against its possible actions. An example may be mechanisms of reputation and 

trust in software agents in systems, which are analysed in this paper.   

The aim of this paper is to present the concept of trust in software agents and propose its model 

based on basic trust and social trust. The first part contains introduction to the theory of agents 

and the use of trust in such systems. Further, the paper presents examples of the models of trust 

in agent systems. The last chapter presents a model of trust based on basic trust and social trust.  
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Introduction to mechanisms of reputation control in software agent 

societies 

Heterogeneity of multi-agent systems is connected with diverse functionality of agents, their 

organised cooperation, heterogeneity related with the possibility of building various agents 

representing the user in the virtual world, openness expressed in the possibility of agents moving 

across multi-agent systems, and dynamism resulting, among other things, from changes of 

cooperation rules for agents in a given multi-agent system. Research into agent solutions 

indicates possibility of examining their social properties, which constitute a feature of an agent 

system (Zytniewski, 2013b). We can distinguish two main trends in the development of multi-

agent systems.  The first one is agent society focus, whereas the second one - agent norm focus.  

The concepts of multi-agent systems presented show that research in this area concentrates on 

perceiving such solutions from the angle of a social system, where cooperation among entities, 

their communication or roles played by them can be supported by principles or rules on the 

processes of communication and cooperation among agents, also in the context of their 

knowledge. Possibility of using such concepts in the process of building software agent societies 

which are linked with an organisation's IT systems and focused on supporting actions of a 

decision-maker makes it reasonable to undertake research into the development of autonomous 

entities representing a decision-maker in the virtual world.  

During a review of the literature on the subject, both trust and reputation models can be 

encountered. In practice, both these approaches are designed to ensure that multi-agent systems 

have certain social properties that significantly affect the process of communication among 

autonomous agents, but these models are not identical to each other. Further sections will attempt 

to define trust and reputation in respect of software agents. 

It should be noted at the beginning that there is no single universal definition of trust in multi-

agent systems. However, drawing on research by Diego Gambetta for the purpose of this paper, 

trust in multi-agent systems can be defined as a measurable level of probability with which agent 

x is able to determine whether agent y will perform a specific task in a way that is satisfactory to 

it (i.e. agent x). It should be stressed that the probability level determined by agent x is 

subjective, as this agent does not have complete knowledge about how agent y will behave in the 

future (Gambetta, 1990).  

Literature on the subject provides two main approaches to the issue of trust among software 

agents: cognitive approach (Castelfranchi & Falcone, 2001) and probabilistic approach (Yu & 

Singh, 2002).   

The main assumption in the cognitive approach is the willingness to delegate tasks, where the 

authors assumed that agent x needs to delegate task (action) α to agent y. To do that, agent x has 

to evaluate its level of trust in agent y, the latter’s intentions and motivation to perform the task. 

In their work they identified a few elements of beliefs based on which it is possible to establish 

the level of trust that agent x may place in agent y: competence belief, willingness belief, 

persistence belief and motivation belief. 

The probabilistic approach does not take into account other agents' intentions, but focuses mainly 

on the experience gained by agent x during its interaction with agent y. The information gathered 
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in this way is used to predict future behaviour of an agent, and more specifically - to calculate 

probability of an agent behaving in a certain way in a given situation. For that reason, agents 

have to gather information about interactions among members of a multi-agent system. The use 

of the probabilistic approach seems to be more natural for open multi-agent systems, as it does 

not require a complicated modelling of agents' mental states.   

Some models encountered in the literature on the subject are called reputation models, therefore 

it is necessary to define this term. Reputation (Abdul-Rahman & Hailes, 2000) means 

expectation that an agent will behave in a certain way based on its past behaviour and the 

information about it. Often, information about the reputation of an agent comes from other 

agents functioning in a multi-agent system and their experience from interaction with this agent. 

Nevertheless, some information is based on own past experience. 

Both in human social relations and relations in software agent societies, we can distinguish two 

main sources that allow trust to be built based on the use of reputation. 

1. Private information gathered during direct relations that enables building trust in an 

agent,  

2. Reputation in a society, that is largely based on opinions of others, which also 

generates trust in an agent. 

Trust that is built only on the basis of own (private) information is called direct trust and 

constitutes the basic source used to build trust. Trust that is based on both the sources mentioned 

above, i.e. private information and reputation in a society, is referred to as composite trust. The 

use of reputation may allow a given agent to be evaluated from the perspective of the rest of the 

society, but it also entails certain threats, resulting from, among other things, possible partiality 

of the other agents. It is accepted that reputation allows problems of a dynamic agent society to 

be overcome, but in certain situations (e.g. when society members often change or there is a huge 

number of mutual interactions) it may turn out useless (Burnett, 2006). 

Reputation models in the theory of software agents 

Some trust models are well known to users of internet platforms. An example is the trust model 

used by eBay service. A similar trust model is used by the most popular auction portal in Poland 

- Allegro. The model is based on the idea of adopting trust and reputation mechanisms known 

from the traditional market. In the case of Allegro, the trust model is based on a system of 

comments posted by the parties of every transaction. This model uses both text comments, which 

can be positive, neutral or negative, and graphical ones [Allegro Website, 2014]. Such a 

reputation-based trust model works well with people and their mutual interactions, but its 

implementation in a multi-agent environment is not recommended due to numerous 

shortcomings. The literature on the subject presents other trust models that will work much better 

in agent systems.    

The pioneer trust model in multi-agent systems was the model proposed by Marsh in 1994 in his 

doctoral thesis. The author distinguished three types of trust: basic trust, general trust and 

situational trust. Basic trust defines the trust level of agent x (more specifically: its general 

capability to trust) in time t and is denoted as   
  assuming values from the bracket [-1; +1]. 

General trust refers to the trust level of agent x with respect to agent y in time t, however without 
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taking into account a specific situation, i.e.      
 . Also in this case, the value is assumed from 

the bracket  [-1; +1]. Situational trust refers to the trust level of agent x with respect to agent y in 

situation α and in time t, i.e.         . Here also the value is assumed from the bracket  [-1; +1]. 

Based on appropriate calculations, agent x may decide whether to trust agent y in a given 

situation and interact with it:                           , where       is the utility that 

agent x gains from situation α,       is the importance for agent x in the situation α and       is 

the estimation of general trust after taking into account all information related to      . 

[Marsh S., 1994]. 

A model that uses reputation to build trust is the model presented by Abdul-Rahman and Hailes 

(2000). This model is based on two sources from which knowledge about other agents is 

collected: direct experience and recommendations of other agents. Moreover, it uses four grades 

to evaluate trustworthiness of a specific agent: very trustworthy – vt, trustworthy – t, 

untrustworthy – u and very untrustworthy – vu.  Individual agents store in tuples information 

about previous experience in the interactions with other agents in a given context: (vt, t, u ,vu). 

For instance, agent x may have the following information about agent y as a seller in an 

appropriate tuple: (0, 1, 2, 3). This means that agent x has one opinion about agent y as a 

trustworthy seller, two opinions about it as an untrustworthy seller and three opinions about it as 

a very untrustworthy seller. The value of trust is calculated by using the maximum contained in 

the tuple (in our example, agent x will be very untrustworthy as a seller for agent y - vu). In 

disputable situations, e.g. when agent x has the following information about agent y: (4, 4, 0, 0), 

the system will categorise agent as mostly trustworthy, i.e. U
+
. In an analogous situation, when 

agent x has the following information: (0, 0, 4, 4), the system defines agent y as mostly 

untrustworthy, i.e. U
-
. In any other disputable situation, the model will return a neutral result: U

0
 

(Pinyol & Sabater-Mir, 2013).  

The trust models that have been synthetically described above belong, according to the authors, 

to more interesting and often encountered models in the literature on the subject. The actual list 

of models is much more extensive and includes many other interesting concepts. Models that are 

worth looking at include, among other things FIRE (Huynh, Jennings, Shadbolt, 2006), LIAR 

(Muller & Vercouter, 2005), Regret (Sabater & Sierra, 2001), czy Repage (Sabater-Mir, 

Paolucci, Conte, 2006). Unfortunately, most of these models do not take into account differences 

between trust of agents within one multi-agent system and trust of agents that come from 

different systems (this concept is included in two models: Regret and FIRE, but without general 

capability to trust). According to the authors of this paper, this factor should have a significant 

influence on how agents are perceived and affect the level of their trust as well as decision 

making processes that are based on trust.   

Proposal of a trust model for the purpose of software agent societies 

For the purpose of this publication, as well as the proposed trust model, the authors will use the 

definition of a software agent offered by Jacques Ferber (1999).  He defines a software agent as a 

physical or virtual entity that is capable of operating in a specific environment and at the same 

time able to communicate with other agents, is guided by specific objectives, and has its own 

resources, limited ability to perceive its environment and provide services, and ability to 
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reproduce. According to Ferber, as well as the authors of this paper, one of key capabilities of a 

software agent should be capability of communicating with other agents.   

When building a model of such a system, it is necessary to first refer to the model of operation of 

an agent. Software agents are created based on various concepts, commonly referred to as 

architectures. The literature on the subject distinguishes reactive agents, prudent agents and 

hybrid agents, which combine the properties of the former two concepts (they may have sensors, 

effectors, symbolic representation of the environment and may operate based on the BDI 

paradigm). For that reason, the architecture of a hybrid agent was proposed for the purpose of 

control and coordination of the operation of autonomous agents in a multi-agent environment 

(Stanek, Sroka, Paprzycki, Ganzha, 2008). 

For the purpose of this research, the mechanism proposed in the work (Zytniewski, 2010) was 

used. The mechanism for analysing the operation of agents referring to the proactive and reactive 

levels of processing norms can be extended to include elements of evaluation of agents' actions. 

The idea behind this mechanism is that in the case of using a solution that controls the operation 

of an agent, the reactive layer may be activated to analyse decisions or - directly - actions of an 

agent. The proactive layer, which performs actions resulting from agents' tasks and their 

objectives, is supported by a reactive layer, which monitors and controls these actions from the 

perspective of the system in which the agent resides. Every action of an agent may cause the 

need to analyse the actions taken by the agent and its behaviour, and can be monitored by the 

system in the form of an agent entity in a given society.  

 

 

Figure 1. Architecture of a hybrid agent  

Source: Zytniewski M. (2010). Mechanizmy reprezentacji wiedzy w hybrydowych systemach wieloagentowych In: Wiedza i 

komunikacja w innowacyjnych organizacjach. WiK 2010 Systemy ekspertowe – wczoraj, dzis i jutro, AE Katowice 

 

An important issue is how the authors view multi-agent systems (MAS). The fundamental 

difference between multi-agent systems and single software agents is that in MAS the operation 

environment is subject to dynamic and uncontrolled changes as a result of other agents' actions.  

In practice, a single agent does not have (and is not likely to have) full knowledge about its 

environment, the agents that comprise it, or chances to solve all problems (Ebadi, 2012).  In a 

multi-agent system, possibilities of a single agent are very limited and without implementing an 

appropriate trust model to support communication among agents and their cooperation they will 

remain such. According to the authors, an important property of modern multi-agent systems is 

openness, which allows the mobile agents comprising such systems to move across different 

platforms.    
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For creating multi-agent systems, dedicated platforms are used, including the open-source JADE 

platform (Java Agent Development Kit). After conducting a comparative analysis of available 

solutions that support the development of multi-agent systems, the authors rated the JADE 

platform as the best and most comprehensive solution (Klement & Zytniewski, 2015). The 

proposed model was developed specifically to be used in a multi-agent system based on the 

JADE platform. 

The authors assumed that in agent societies, direct trust will be used to build reputation of an 

agent in a given agent society. When an agent interacts with another agent to perform its 

objectives and does not have trust in it, its decisions about its behaviour towards it may be based 

on the reputation of the system and it may strengthen or weaken it in the course of actions. Such 

approach fits the probabilistic approach, where the system learns proper behaviour without 

control. To meet these demands, the proposed model distinguishes basic trust and social trust, 

which draw on work by Marsh [Marsh S., 1994], Regret model (Sabater & Sierra, 2001) and the 

concept of software agent society [Zytniewski M. (2013)].   

Basic trust comprises three elements: native system trust, other multi-agent systems' trust and 

trust of the action in which an agent has already participated. Native system trust affects 

capability of agent x to trust agents that come from the same system (society). This trust will be 

denoted as         , where NMAS is a native system and x is an agent. Like the other 

parameters in the model, it will assume values from the bracket [-1; +1]. Value -1 will mean 

complete distrust, and value +1 blind trust, which is not a desired value, as such a high value 

would mean that no other agent, irrespective of its environment or performed action, would be 

more trustworthy. Other systems' trust affects the capability to trust agents that come from a 

different multi-agent system than agent x and constitutes an important factor for agents 

characterised by mobility. It will be denoted as         , where OMAS is other multi-agent 

systems. Action trust is the trust of agent x in itself as a performer of a specific action (task). An 

agent may be a good performer of certain actions, but it may fail in the case of other actions. 

This trust will be denoted as       , where a is an action which belongs to set A       . This 

value will be used by agents to evaluate the usefulness of a given agent in performing a specific 

action and decide whether to interact with it.  

Social trust will comprise analogous elements but with respect to a different agent, e.g. agent y. 

Native system trust in agent y will be the value of the trust of agent x in agent y, assuming that 

both the agents come from the same multi-agent system. This trust will be denoted as 

          , where y is another agent. Other systems' trust is the value of the trust of agent x in 

agent y assuming that both the agents come from different systems. This trust will be denoted as 

          . Action trust in agent y will mean the trust that agent x places in agent y as a 

performer of a specific action. It will be denoted as        . 

We can establish the total value of trust of agent x in agent y when they both come from the 

same system using the following formula:                                . Thus, 

total trust within one system is affected by two factors: capability of agent x to trust expressed as 

        , and trust that it may place in agent y, i.e.           . 

Analogous calculations can be made in a situation where agents come from completely different 

environments. In this case, total trust in other systems is also affected by two factors: 

                               . The use of the formula below allows agent x to 
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determine whether for a specific action it's worth cooperating with agent y:          
               . If           , then agent x regards agent y as more appropriate to perform 

a given action a. In this case, it's worth starting cooperation, as this agent should perform the 

evaluated action a in a more effective way. If           , then the cooperation may not bring 

expected effects. In the situation when           , agent should determine whether it's worth 

starting cooperation based on the other factors constituting basic and social trust. Agent x may 

also have dilemma whether to interact with agent y or agent z. In such a situation, the agent 

should compare the value          with the value          and choose the one that is closer to 1.  

Agent should make calculations in accordance with the formula of total trust in a specific action. 

Summary 

Interest in multi-agent systems as solutions that may impact competitiveness of an organisation 

is systematically growing. New tools, concepts and models appear that are designed to improve 

these solutions and remove problems they still struggle with. The concept of the model presented 

in this paper does not solve all problems of multi-agent systems, but it raises the issue connected 

with mobility of agents. It constitutes a strong foundation for further research and improvements. 

In the future, it will be extended to include more elements, such as a method for evaluating 

interactions and knowledge conveyed by agents.  The model should also take into account the 

level of an agent's trust in the user. All these elements will be the subject of further research, and 

the concept presented here will be subject to experiments. 
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