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Identification of participants in business process modeling 
using BPMN  

[Research-in-Progress] 

Przemysław Polak, Warsaw School of Economics, Poland, ppolak@sgh.waw.pl  

Abstract  

Business Process Model and Notation (BPMN) is one of the most complex languages used in 

business process modeling and in the graphical presentation of functional requirements of 

Information Technology (IT) systems. The use of some elements of the notation in practice is 

controversial and often does not comply with the provisions contained in the standard. This 

situation can lead to ambiguity in the documentation of business processes. One of such difficult 

concepts are the participants of the business process. The purpose of this article is to identify 

problems related to participant identification and the use of pools in modeling with the use of 

BPMN, as well as to determine the reasons for this situation. 

Keywords: Business process management, information systems, business analysis, business 

process modeling, business process participants, BPMN. 

Introduction  

According to the principles of business process management, an organization must describe all its 

business processes and provide access to diagrams showing the flow of these processes for all 

employees of the organization. Thanks to that, the knowledge about the way the organization 

works is disseminated to every employee. Every staff member can understand his role in the 

organization and, thanks to that knowledge, he can initiate changes beneficial to the entire 

institution. 

Business Process Model and Notation (BPMN) is a language used both in business process 

management as well as in business analysis and system analysis to specify the requirements for an 

Information Technology (IT) system. The current version 2.0.2 was published in 2013 (OMG, 

2003). In addition to identifying elements related to determining the structure and sequence of a 

business process, BPMN also allows to present on a diagram the participants of business processes. 

Author's observations both as an academic teacher in the field of management information systems 

and modeling of IT systems, with particular emphasis on process modeling, and author's practical 

experience in work of a business and system analyst gave an opportunity to familiarize himself 

with the documentation created both as part of business process management and with IT systems 

documentation. This allowed the author to notice different approaches and errors in the use of 

pools in BPMN, as well as inconsistencies with the definition of these objects in the standard. 

mailto:ppolak@sgh.waw.pl


 
Refereed Paper Proceedings - KM Conference 2023 – Geneva, Switzerland 
A Publication of the International Institute for Applied Knowledge Management 

 
 

 - 7 - 

This is a very serious problem, because the most important desirable features of the documentation 

created in business process modeling are unambiguity and identical interpretation by all 

stakeholders, both at the time of creating the solution and when referring to the documentation 

later. These features should be preserved by unambiguous and correct referring to the definition 

of the BPMN standard. 

The author's observations indicate that a fairly common problem is the use of a pool in a manner 

inconsistent with the definition of the standard. Therefore, the author made an attempt to identify 

and classify problems with the use of pools in BPMN, as well as an attempt to identify the causes 

of this situation. For this purpose, the article analyzes the participant and pool definitions in the 

BPMN standard documentation, as well as in the most popular literature on business process 

modeling in BPMN. Both the literature addressed to IT specialists using notation to specify 

requirements for IT systems and the literature on business process modeling in the broadly 

understood business process management were taken into account. Based on the literature and the 

author’s observations of documentation created as part of commercial projects, potential causes of 

this situation were identified. This analysis led to the hypothesis that the background and 

orientation of the modeler toward business process management or towards IT systems affects the 

style of business process modeling. Then, an experiment was conducted to verify the correctness 

of the identification of the causes. Students specializing in business analysis took part in the 

experiment. Therefore, the research methodology used in this study includes the author's 

observations, a literature review, and an experiment. 

Literature Review  

Although the literature on the correctness of modeling using BPMN is extensive, it does not 

include the discussion of participant and pool identification. In the first place, the correctness of 

modeling using BPMN is dealt with in publications in the form of textbooks and guidelines. 

However, such publications do not contain the study of this phenomenon, but only provide patterns 

or indicate possible incorrect constructions used in modeling. Avila et al. (2020) conducted a 

comprehensive literature review of process modeling guidelines.  

Already at an early stage of research into the use of the BPMN 2.0 standard, Allweyer (2012) 

noticed that the individual style of modeling can strongly affect the clarity of process maps. Some 

observations suggest that analysts with IT background tend to create complex, very detailed 

diagrams that can affect the clarity of diagrams for other users, and interfere with one of the 

cornerstones of the process approach – the ability to easily understand and analyze processes by 

all users within an organization (Polak, 2013). 

Leopold et al. (2015) conducted a qualitative study of process models created with BPMN. The 

study covered models from six companies. The authors of that publication focused primarily on 

errors in the logic of processes and the consistency of entire models. However, they did not discuss 

the elements not included in the process sequence flow. Haisjackl et al. (2015) research on quality 

issues in BPMN models concerned pools and lanes only in the context of their use by humans 
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inspecting the quality of business processes. They did not take into account the possibility of 

misuse of pools and lanes. Also, the taxonomy of business process model anti-patterns proposed 

by Koschmider et al. (2019) did not take into account participants and pools.  

Participants and Pools in BPMN 

The concept of a pool does not occur in older popular business process modeling languages such 

as Event-driven. Process Chain (EPC) included in the Architecture of Integrated Information 

Systems (ARIS) architecture (Scheer et al., 2005) and BPMS developed as part of the popular 

Adonis business process modeling tool (BOC Group, 2006; Junginger et al., 2000). However, the 

concept of a swimlane representing the organizational unit responsible for performing functions is 

commonly used in these notations or their enhancements (Legner & Wende, 2007). BPMN 

introduced a separate concept of a pool that represents a participant in a business process. The 

emergence of the pool resulted from the introduction of the concept of collaboration in BPMN. 

Graphically, the pool is a container for a process, separating it from other processes (OMG, 2003, 

p. 501). The participant is a business concept and represents either a business partner or an external 

role (OMG, 2003, p. 113). A lane is a sub-partition within a process (often within a pool). The 

standard only specifies that lanes serve to categorize and organize activities. The meaning of the 

lanes is up to the modeler. Lanes are usually used for representing internal departments, internal 

roles, and software applications (OMG, 2003, pp. 304-305). Unfortunately, the BPMN standard 

also uses the term swimlane which it defines as a graphical container for partitioning a set of 

activities from other activities, and it distinguishes two types of swimlanes: pools and lanes (OMG, 

2003, p. 502). However, the standard discusses pools and lanes in detail separately. Nevertheless, 

the use of this term can be confusing because some people can equate the terms swimlane and 

lane. This is the case with other notations. The authors of some textbooks on BPMN, e.g. Allweyer 

(2010, p. 16) limit the role of a pool to the container for a process. It leads to labeling a pool with 

the name of a process, which is inconsistent with the standard. Silver (2011, p. 20) takes a middle 

ground between Allweyer (2010) and the BPMN standard (OMG, 2013), allowing pools to be 

labeled by the name of an organization as well as the name of a process. Silver (2011, p. 20) also 

suggests that lane is the BPMN term for swimlane. Debevoise and Taylor (2015, p. 41) agree that 

a pool represents a participant and contains the elements of a process flow performed by a 

participant. However, they claim that a participant is an actor or a person who interacts with a 

process, and in effect, a participant can be a human, a system, a machine, another process, a 

position or a role in an organization, a group of people, and a group of systems. Given examples 

of participants include an employee filling out a form, a database server, a web service, an 

application server (Debevoise & Taylor, 2015, p. 42). This approach is completely inconsistent 

with the BPMN standard. 

Freund and Rücker (2014) treated the use of pools and lanes most freely. They allow practically 

all constructions discussed by other authors. In some cases, they allow the same objects to be 

presented interchangeably as pools or lanes (Freund & Rücker, 2014, p. 72). Dumas et al. (2018, 

p. 97) recommend using pools to model business parties like a whole organization, and lanes to 
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represent departments, units, teams, software systems, or equipment within an organization. They 

also use the concept of internal and external participants (Dumas et al. (2018, p. 4). This division 

corresponds to the suggested usage of pools and lanes in the documentation of the BPMN standard. 

Even a fairly small review of BPMN textbooks limited to just a few of the most popular items 

showed how different approaches to the use of the concept of a pool in diagrams can be. It is worth 

noting that the most explicit way of using pools and lanes was proposed in a publication not 

directly related to BPMN, but presenting broadly understood issues of business process 

management (Dumas et al., 2018). What is important, the proposed approach is consistent with the 

provisions of the BPMN standard. 

Identification of Problems with the Use of Pools in BPMN 

The reference point for assessing the correctness of the use of pools in BPMN is the content of the 

document describing the BPMN standard (OMG, 2013). Among the other publications presented 

above, the most consistent and at the same time compliant with the provisions of the standard, 

although narrowing down the ways of using lanes, are the recommendations presented in the 

publication on business process management (Dumas et al., 2018). Observations of documentation 

of business processes created as part of process management and identification of requirements 

for IT systems, to which the author had access as part of his work as a business analyst and system 

analyst, allowed the author to identify the three most common cases of incorrect use of pools in 

BPMN. The first and the most common type of error is presenting the organization's departments, 

internal roles, or positions as separate pools. In particular cases, such a division is justified by the 

high independence of a department from other parts of an organization. The functions of such a 

department can often be outsourced to an external company. In such cases, it is not considered an 

error, but such a situation does not apply to the following experiment. 

 

Figure 1. Example of an IT system represented as a pool 
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The second misuse of pools concerns the representation of an IT system as a separate pool (see 

Figure 1). In some cases, there were several such pools on a diagram, each representing an 

individual software application. The author also noted multiple cases of the unjustified 

representation of a software application as a lane (see Figure 2). However, this is a matter of 

individual assessment because the standard accepts such solutions. Therefore, such cases cannot 

be always considered incorrect. But the most common and correct method of showing that a task 

is performed by an IT system is to choose a proper task type, for example, a user task (see Figure 

3). 

 

Figure 2. An example of an IT system represented as a lane 

 

Figure 3. Example of a task executed by an IT system  

The third type of error is of a different nature than the others. The first two types refer to the 

situation when internal objects of an organization are presented as separate pools. The third type 

is the case when external participants or external roles are represented in diagrams as lanes. In this 

case, it may also be about completely ignoring pools and using only lanes in business processes 

modeling. In the author's opinion, the first type of error often occurred in documentation related 

to business process management, for example, when modeling processes for the purposes of 

obtaining ISO 9000 series quality management certificates. The second error occurred much more 

often in documentation created as part of the projects aimed at implementing IT systems. This type 
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of documentation is usually created by requirement engineers and system analysts, i.e. people 

strongly associated with IT. The third type of error occurs relatively less often, and based on the 

documents available to the author, it cannot be associated with the specific type of process 

documentation.  

Organization of the Experiment 

The aim of the experiment was to verify whether the background and orientation of the modeler 

toward business process management or towards IT systems can affect the style of business 

process modeling, and in this particular case, the way pools and tracks were used. The participants 

of the experiment were students of postgraduate diploma courses in the field of business analysis 

conducted at an institution. This course is a specialized one-year program combining academic 

classes with practical training conducted by experts in their field. The course is addressed to people 

working in both IT and various areas of management who intend to extend their competencies in 

the area of business analysis, as well as those already working as business analysts who intend to 

expand their competencies. The experiment was carried out as part of normal classes and the 

participants were not aware of their participation in the experiment because they solved typical in-

class case studies, and their solutions were available to the lecturer who was the author of this 

article. That approach helped participants to act naturally and not be biased. The consequence of 

that method was the situation that it was not possible to link the analyzed case study solutions to 

specific persons and to any information about them, as that would violate the provisions on the 

protection of personal data and privacy. The duration of the experiment was extended for over a 

year, which allowed it to conduct with the participation of 109 students of three editions of 

postgraduate courses. As part of business process modeling classes, students were divided into 

groups of up to twenty people. Thanks to this, each edition of the course included two subgroups, 

and in each of them, it was possible to carry out a different version of the case study. In total, 109 

participants took part in the experiment, 55 participants in the first group and 54 participants in the 

second group. Participants were randomly assigned to groups based on the alphabetical order of 

the students' surnames. Thus, when dividing into groups, the background experience of the 

participants was not taken into account.  

Before the experiment, during an introductory lecture on the BPMN, the basic principles of 

modeling were presented, including the definitions of the concepts of the basin, the participant and 

the lane, all according to the rules presented in the BPMN standard. However, typical problems 

related to the use of these elements in practice were not discussed at that time. That discussion 

took place only after analyzing the case study solutions presented by the students. The experiment 

took place four weeks after the lecture.  

During the experiment, students in both groups received case studies describing the same business 

process. However, the texts of the case studies differed in detail. In the first case, the terms IT 

system, software application and the like were never used. Only activities in the business process 

were described, including internal participants: organizational units and roles. External 
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participants were also listed: a customer and a bank that executes a payment. The group that 

received this version of the case will be referred to as the business group in the following sections 

of this article. On the other hand, the case study for the second group contained references to IT 

systems and computer applications in the description of some activities of the business process. 

This group will hereinafter be referred to as the IT group. In this way, in the first group, the 

perception of the business process by people involved in business process management was 

simulated. In the second version, the description of the case study suggested the point of view of 

IT specialists. 

The Results of the Experiment 

Case study solutions submitted by students were searched by the author for the occurrence of four 

constructs: 

1. Representations of an internal unit or internal role as a pool. 

2. Representations of an internal IT system as a pool. 

3. Representations of an external participant as a lane 

4. Representations of an internal IT system as a lane. 

It should be emphasized that the fourth construction is not incorrect taking into account only the 

provisions in the standard. However, in the discussed case study, the use of this construction is 

unjustified. There is no reasonable need for the software applications used in the process to be 

represented as lanes. 

The percentage share of students' solutions containing the four discussed structures in the business 

group and in the IT group is presented in Table 1. 

Table 1. The percentage of solutions containing the incorrect structures in the experiment 

The type of the incorrect construct 

Percentage of 

occurrences in the 

business group 

Percentage of 

occurrences in the IT 

group 

1. An internal unit or internal role as 

a pool 
9.1 % 3.7 % 

2. An internal IT system as a pool 1.8 % 7.4 % 

3. An external participant or external 

role as a lane 
1.8 % 0 % 

4. An internal IT system as a lane 3.6 % 16.7 % 

Total 16.4% 27.8% 
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The percentage of incorrect use of pools (types 1 and 2 in Table 1) is very similar in both groups: 

10.9% in the business group, 11.1% in the IT group. But in the IT group, software applications 

were more often represented as pools. Representing IT systems as lanes was also significantly 

more popular in the IT group. A total of 24.1% of solutions from the IT group included constructs 

representing IT systems on process diagrams, compared to only 5.4% in the business group. The 

number of pools representing internal participants was higher in the solutions from the business 

group. But in the IT-oriented group, this error has been transferred to showing software 

applications as pools. 

In general, the number of incorrect constructs in the IT group (27.8%) was clearly higher than in 

the business group (16.4%). It should be noted, however, that representing IT systems as lanes is 

not an error from the BPMN standard's point of view. Taking this into account, it can be assumed 

that the number of fundamental errors in the IT group (11.1%) was lower than in the business 

group. The results clearly indicate that the presence of IT concepts (such as software applications 

or IT systems) in the case study text resulted in increased usage of constructs that represent IT 

systems as pools or lanes on BPMN diagrams.  

Summary 

The results of the experiment are consistent with the described above observations of actual 

business process documentation. The background of person modeling processes using BPMN 

influences the way processes are modeled in terms of the use of pools and lanes. The incorrect 

representation of internal units and roles appears more often in the documentation related to 

business process management created by process-oriented specialists. Whereas, the incorrect 

representation of IT systems and software applications is associated with models created by 

personnel with IT backgrounds. 

The research presented in the article was based on the limited number of observations made by the 

author of the article, as well as on the basis of the experiment simulating only the background and 

behavior of the participants. The limited scope of the study requires extending it to a larger number 

of participants with well-identified previous experience in IT and business process modeling. An 

ideal form of research would be the possibility of evaluating more documentation of business 

processes made as part of projects implemented in practice and coming from various sources. At 

the same time, it would be beneficial to identify the background of the authors of the 

documentation. This type of research can be very difficult to carry out for organizational limits 

and for the protection of the intellectual value of involved organizations. However, such a method 

would ensure the high level of quality of results. 
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Framework for trusted and fair data sharing and use 
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Abstract 

Data use, the processing of data for a specific purpose, is a valuable activity across various 

sectors. The costs and risks linked to collecting data support the generalization of data sharing 

and reuse, spreading potential benefits and costs among users. Similarly, data use can involve 

multiple actors and systems, each providing services responsible for some data processing activity. 

Distribution of data and data uses, as well as evolving legal and technical landscapes, force 

stakeholders to adapt their practices to new risks. Data exchanges answer fairness, trust, and 

transparency requirements by providing appropriate services. Distributed data exchanges, then, 

have participants directly sharing governance rights as they share assets. This distribution can 

produce resilient and scalable systems offering participants greater control over their assets' 

lifecycles, but they often forego interoperability. This paper is part of research in progress aimed 

at exploring how data exchanges based on distributed governance can answer adaptable fairness 

and trust requirements, enforcing the sharing and use policies defined by participants in ways that 

preserve conditional interoperability. We propose a tentative model for data exchange systems 

that can adapt to answer participants’ requirements and their regulatory and technological 

environment. 

Keywords: Data sharing, distributed system, data governance, system model, fairness, trust. 

Introduction 

Data sharing and use of shared data are potential sources of value for the private and public sectors, 

academia, but also civil society (Custers & Vrabec, 2016; Janssen et al., 2014). Trust and fairness 

in processes are essential to ensure benefits, as reuse can produce economic, operational, legal, 

and ethical impacts that are difficult to forecast.  

Data governance represents the exercise of authority and control over the management of data 

(Abraham et al., 2019). It defines information security, quality, and usability principles supporting 

beneficial data use. A growing number of instruments try to address the governance issues linked 

with data sharing (Abbas, 2021), but they mostly target privacy risks linked to personal data reuse 

(Gelhaar & Otto, 2020).  

Data exchanges are systems providing appropriate services to support data sharing for reuse. 

Taxonomies and models for data exchanges describe a diversity of information systems and 

services implemented (Driessen et al., 2022), with differences in architectures and governance 
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models. Distributed governance allows stakeholders to better enforce their rights, thus preserving 

fairness and trust in data reuse. However, systems rigidly built on some use-case requirements 

might not be interoperable. This paper proposes to explore how data exchanges based on 

distributed governance can provide the conditions enabling and broadening data sharing and reuse 

while ensuring fairness, trustworthiness, and accountability. To answer this issue, we propose a 

model of data exchange that can adapt to answer participants’ and regulatory requirements and 

build on available services to support its functions. This work will help advance the understanding 

of how data protection principles apply to inter-entity data sharing and potentially lead to a trusted 

data lifecycle through its instantiation. 

Literature Review 

Data Sharing for Reuse 

Data are pieces of machine-readable information, collected as abstractions of the world, that can 

be used to derive information, then knowledge, about entities or activities (Kitchin, 2014). Data 

represent valuable assets supporting the decision-making and optimization (Murdick & Munson, 

1986) and enabling the data-driven products and services (Hunke et al., 2020; Rizk et al., 2018). 

Here, we describe the benefits and risks of data sharing, then expose some principles for data 

governance. 

Data use as an expression of their value 

Data are products of human activities that can carry an economic value equivalent to their expected 

or potential use. The assumption of future benefits is generally sufficient to motivate the data 

collection (Hunke et al., 2020). The value held by data, however, can only be realized through 

their use, i.e. their processing for the realization of a specific purpose (Custers & U Vrabec, 2016). 

The European Union defines data processing as any action involving data, including that of storage 

or destruction (General Data Protection Regulation, 2016). Any further processing beyond their 

initial purpose, e.g. storage, transmission, destruction, etc. is termed a data reuse (Custers & U 

Vrabec, 2016). The path from data to value is a sequence of value-adding processes that sum 

enables the final intent of their user (Taylor, 1982). The steps involved in data use are represented 

in the data lifecycle model as looping back since data used are not spent and could be reused if 

needed (Murdick & Munson, 1986).  

The value of data comes from their use, and using data requires a purpose. Hence, the complete 

value of data can only be expressed through sharing them, extending their use to other purposes 

(Bambauer, 2012). The paradigm of big data is a prominent example of the benefits of the 

integration of multiple data sources into novel uses and value-creation (Kitchin, 2014). Many other 

descriptions of value creation from reusing shared data are described in the literature (Gelhaar & 

Otto, 2020). Generalization of data use motivates the development of data exchange ecosystems 

(Oliveira & Lóscio, 2018). They mediate the interactions between data providers and users through 
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the services (Hunke et al., 2020). This comes back to a distributed data lifecycle model, involving 

separate entities' contributions and their respective rights and responsibilities.  

Risks and limitations to data sharing for reuse 

The acceptability of a data transaction depends on its potential for negative outcomes (Gelhaar & 

Otto, 2020; Nwatchock A Koul & Morin, 2016). Participants’ perceptions of fairness, governance, 

sovereignty, security, and privacy are among the principal obstacles to the adoption of data sharing 

(Driessen et al., 2022). These qualities relate to weaker control over the data supply and data use, 

resp. resulting from distributed data and processes (Gelhaar & Otto, 2020; Niemi, 2013). 

Participating in data exchanges means overcoming cultural, administrative, and economic barriers 

as well as complex legal and risk-related issues (Barry & Bannister, 2014). Participants have to 

rely on collaboration and trust to share data (De Prieëlle et al., 2020; Van Den Broek & Van 

Veenstra, 2015). Data users depend on data’s fitness-for-use, relating to properties evolved along 

all processes leading to their current state (Carlson & Anderson, 2007; Wang & Strong, 1996). 

Data providers and users might have different knowledge about data quality, and its potential uses 

and value (Newlands et al., 2019). Providers’ control over their data is also impacted by the number 

of participants and intermediaries (Al-Ruithe et al., 2019). Sharing data can lead to a broad range 

of impacts (Christin, 2020), and shared data can be used for potentially damaging purposes (van 

Zoonen, 2016) Moreover, data providers risk further unsanctioned reuse and diffusion of their data 

(Zuiderwijk & Janssen, 2015). Data misuse characterizes any use of data based on processes or 

purposes that are inappropriate within a system and the set of rules enforced (Zuiderwijk & 

Janssen, 2015), notwithstanding the nature and impact of their consequences. Rights, and thus 

liabilities, represent a subject of increasing complexity with the consideration of multiple 

stakeholders’ respective economic, legal, and moral rights (Carlson & Anderson, 2007; Martin, 

2013). Assessing whether sharing or using data is legitimate is not trivial, with complex data life 

cycles and evolving capabilities – especially regarding countering security- and privacy-preserving 

measures (Custers & Vrabec, 2016; Maniam & Singh, 2020). However, respect of rights and 

interests is a condition fundamental to broader data collaborations and forms the basis for 

acceptable data sharing and use systems. 

Data governance 

Data governance represents the exercise of authority and control over the management of data 

(Abraham et al., 2019), and specifically describes decision-making leading to rules and processes 

supporting access, quality, protection, and traceability of data and that of their use (Niemi, 2013). 

The governance of data sharing, then, is the set of strategies supporting the governance of data, 

their brokering, quality assessment, and transformation, and transaction enforcement (Driessen et 

al., 2022; OECD, 2019).  

Governance of data sharing implicates fairness, which is defined by a set of mechanisms 

supporting collaboration and trust (De Prieëlle et al., 2020) and links to the establishment of an 

environment enabling mutual benefits from the integration of resources (Van Den Broek & Van 

Veenstra, 2015). Fairness involves ethics, showing the importance of value systems on whether 
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some data reuse is acceptable or not (Spiekermann, 2017). Other criteria include data sovereignty, 

the complete control over data including e.g., the physical location of systems processing them. 

Finally, participants need to trust that, beyond any technical implementation, data exchange will 

enforce these principles during and after the exchange. 

Systems for Governed Data Sharing 

Different approaches try to maintain trust between participants in data exchange, and potentially 

extend it to external parties. We describe here some practices and implementations forming a 

landscape of data exchange governance. 

Governance models 

The literature describes different governance models for data sharing and re-use, ranging from 

centralization to decentralization (Abbas, 2021; Driessen et al., 2022; Koutroumpis et al., 2020; 

Oliveira & Lóscio, 2018; Susha et al., 2017; Susha & Gil-Garcia, 2019; van de Ven et al., 2021). 

Data markets describe platforms that facilitate data exchange between parties by providing 

infrastructure and services (OECD, 2019), often deriving profit from their activities (Koutroumpis 

et al., 2020). They can provide services including data curation, integration, discovery, and match-

making (van de Ven et al., 2021), mediate interactions with external providers, and implement 

measures to support different data governance strategies (Driessen et al., 2022). Centralized 

models describe systems with participants interacting with a single entity, whether it is an 

intermediary facilitating the exchange or representing the single data provider, resp. data user, of 

the ecosystem (Koutroumpis et al., 2020). Centralized systems provide strong control and security 

to the entity managing them, and proportionally limit the ability of other participants to exert 

governance. Decentralized systems build on technologies, protocols, and formats that 

programmatically support data reuse to set their operation. Decentralized exchanges offer 

increased flexibility and scalability, but do not prescribe adaptability. The lack of data governance 

and responsibility frameworks spanning across initiatives is an important challenge to the adoption 

(Susha et al., 2017).  

Properties and services for distributed governance 

Adoption of data sharing ecosystems requires preserving participants interests, but also their trust. 

Trust is essential to interactions between entities relying on control over assets and their use. 

Control implies setting and enforcing conditions for access and use. Access and use control can 

depend on access to the protected information (Vimercati et al., 2020), but limiting reuse on 

processing and purpose characteristics enables usage-specific sharing (Kaaniche et al., 2020). 

Traceability provides an important source of trust through the capacity to verify asset states. It can 

allow providers to enforce control, and users to verify fitness-for-use (Zhang et al., 2019). 

Provenance also enables stakeholders to evaluate both the acceptability of reuse and the validity 

of results. Interoperability requires adopting technical criteria for the data exchange (Janssen et al., 

2014). They show the importance of data quality representation and metadata requirements for 

evaluating data before acquisition, extending to an assertion of data provenance 
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(Shankaranarayanan & Wang, 2007), or through integration of heterogeneous sources (Carlo et 

al., 2011). These dimensions are increasingly researched (Mons et al., 2017), and applied in public 

and research sectors (Murray-Rust, 2008). Identity frameworks, common data exchange models, 

and semantic descriptions support interoperability, trust, and data reuse quality. Distributed ledger 

technologies introduce properties suitable for distributing governance, enabling automating rule 

resolution for discovery and control (Rouhani, 2021). They also facilitate transparent interaction 

and distributed consensus (Kalbantner et al., 2021). The issue of control during data processing is 

answered by developments in computing, whether distributed at the source (Agahari et al., 2022) 

or in encrypted data (Naehrig et al., 2011). Preserving governance rights is central to data reuse. 

Current approaches propose limited systems that lack the adaptability needed for interoperation 

with existing systems. This necessitates reflecting on existing data-sharing systems, and their fit 

with current and future needs. In the following section, we describe our proposition for the data-

sharing system model. 

Model for Interoperable Data Exchange 

Existing data exchanges demonstrate how different architectures and technologies can support 

systems answering select data-sharing use cases. We follow the assumption that entities owning 

data without the support of e.g., data subjects will face increasing risks. This may lead to a 

separation between data ownership and data uses (Franklin et al., 2005), and support a wider data 

sharing (Graef & Prüfer, 2021). Hence, providing systems preserving data sovereignty while 

allowing use is of great interest to both research and society. Our research hypothesis posits that 

an information system model for data sharing and use, ensuring appropriate transparency, 

trustworthiness, and accountability through distributed governance, would facilitate these 

developments. The conception of a generic model, based on a transaction validation service, can 

help to define additional essential properties to realize governance distribution and limit risks – 

both from misuse and compliance – for different application domains. It can also demonstrate the 

potential for interoperability, which would allow different implementations to coexist and interface 

and maybe resolve the current fragmentation of platforms (Abbas, 2021). Moreover, it might 

facilitate the adaptation to evolving data-sharing regimes, whether from tightened regulations or 

to answer specific emergent situations, without compromising the interests of participants. Finally, 

such a system could provide methods for the traceability and accountability of data lifecycle 

records. This might support efforts toward ensuring automated processes’ outputs when no central 

entity has complete control over data, processes, and underlying systems. Based on these 

assumptions, we consider it appropriate to work on addressing the conceptual and technical 

challenges raised by this research by proposing an approach toward the design of a technical 

framework. To achieve these objectives, this research will follow the design science methodology 

(Hevner & Chatterjee, 2010) and target the definition of a framework. It could be, then, instantiated 

into a data exchange prototype. Doing so, we hope to show how built-in distribution of governance 

can not only support trust and transparency in their environment but also form emerging 

capabilities.  
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Concept and Principles 

Supporting fairness and trust in data sharing for reuse has different implications depending on the 

characteristics of data, processing, and purpose involved, but also on the participants and 

conditions for exchange. We use the principles and models described before, as well as other 

research items (Abbas, 2021; Driessen et al., 2022; OECD, 2019; van de Ven et al., 2021), to 

ground our requirements. This model should help to define additional properties essential to realize 

the distribution of governance and to limit misuse and compliance risks for specific domains. It 

should also demonstrate the potential for interoperability, which would allow different 

implementations to coexist and interface and maybe resolve the current fragmentation of platforms 

(Abbas, 2021). Moreover, it should facilitate the adaptation to evolving regulations and situations, 

without compromising the interests of participants. Finally, the model should provide for 

traceability and accountability of data lifecycle records, as potentially needed for ensuring 

explainability of automated processing outputs when no single entity has full control over both 

data, process, and the underlying system. Participation depends on the system ensuring 

participants’ control over their assets, their access, and their use by others, hence the importance 

of sovereignty. To support it, we posit that allowing participants to define, implement, and enforce 

security measures to protect their assets before, throughout, and potentially after the exchange 

enables trusted operation. It should enforce compliance with legal frameworks and agreements 

between parties. For the system to be a practical answer to users’ needs, we consider system 

usability and adaptability – of system, asset governance rules, and mechanisms to specific needs, 

its interoperability with existing systems, and its composability, considering scaling its complexity 

to answer operational needs. As a further objective, we aim to support the economical use of data, 

in that fairness requires limitation of processing to only what is needed for serving objectives 

aligned with stakeholders’ legitimate interests. Similarly, we propose to allow for governance 

scalability and distribution, e.g., the implementation of open or private platforms of different 

degrees of centralization. 

Design Proposition 

We propose, building on existing approaches (Abbas, 2021; Nwatchock A Koul, 2019), a model 

for data exchange enabling distributed governance of its operation. The model described allows 

data exchange participants to declare rules for acceptable transactions, and validation of 

transactions against the resulting policies. Policies can be generic or specify a set of transactions, 

and result from agreement between data providers, data users, and any other entity holding rights 

over any other involved. This design does not limit the landscape of requirements, nor prescribe a 

negotiation protocol, as to not limit generalizability. We propose an architecture based on a core 

system and a modular set of services, allowing for system adaptation and interoperability. The 

system core manages the validation of transactions against policies, thus ensuring fairness and 

trust. It can alone manage simple, pre-arranged agreements. For more complex exchanges, it can 

follow data processes involving external services that match policy and transaction requirements. 

This allows systems to cover complex, specific, internal and external, security and operational 

needs. Examples of functionalities include data discovery, identification, data indexing and 
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catalog, but also interfaces with other data exchanges. The core and trusted external services 

compose an extended system that can transparently support various transactions. This provides for 

Below, we show describe the base components of the model, a set of minimal interaction between 

them, and potential implementations to fulfil the role of existing and still inexistant systems. 

Below, a block diagram of its instantiation (See Error! Reference source not found.). 

 
Figure 1. System model 

The system core and select services form an extended system that can serve as a generic 

autonomous decentralized data marketplace, enabling transactions between data providers and 

users on preset conditions. Its main components are described below (See Error! Not a valid bookmark 

self-reference.). 

Table 1. Component description 

Role Description 

System core This element provides the essential services enabling trusted and fair transactions. 

Its processes enforce the set of principles negotiated by participants prior to the 

exchange.  

Provider/User Entities able to share or to use some data, resp. Providers and users can be data 

subjects, owner, or any entity that has the technical capacity to provide and use data 

assets. Both may also provide services. 

Third party 

providers 

Entities controlling services providing supplementary ecosystem functions. Any 

entity can provide services if those, and their use, respect the policy. 
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Ext. rightsholders 

 

Entities holding some rights over the system, its components, operation, or 

participants, without direct control over them. 

The sequence of steps to instantiate the model into a system able to validate data processes is as 

follows: (i) an initial number of participants negotiate and sign a set of policies matching their 

requirements; (ii) the system core receives data and service descriptions from potential providers 

and indexes the ones that can enforce parts of the policies; (iii) the set of acceptable services 

extends the system core, and allows entities to conduct data transactions respecting the policies 

initially negotiate; (iv) any entity can propose a transaction, which is validated against applicable 

policies; (v) the transaction – if valid – is executed by the sequence prescribed by its instructions 

and the policy. The particular sequence of operations achieving data use depends on the sets of 

policies, their implementation, and on the process and purpose of said use. Policies can describe 

any set of rules, on any parameter of the transaction, participants, and their environment. 

Discussion 

The proposed model can adapt to various systems, including literature-described exchanges. It 

does not prescribe specific policy or transaction validation methods to support any sharing scheme. 

Identical policies can be instantiated into different systems and service sets, but any system can 

operate with all others. The model enables the definition and enforcement of policies based on 

propriety-entity criteria. The parameters are not constrained, but the interpretable syntax is 

required for automation and composable policies would benefit general use. The system can help 

participants negotiate a policy and validate transactions against it. Simple cases may have trivial 

negotiation and validation, while others might become difficult to represent. Some policies may 

require access to inaccessible or untrusted data, necessitating reliance on a trusted third party for 

validation, and adding content to syntax constraints. The question of whether policies and 

transactions should be publicly readable is not easily answerable. Transparency can support data 

and service provisioning, allowing anyone to verify matches and ensure fairness, but can bring 

security risks and other negative consequences to participants. 

Conclusion 

Efficient, fair, and trusted data sharing benefits data providers, users, and other stakeholders 

beyond them. Data exchanges facilitate these exchanges, limiting risks to enable their 

generalization beyond specific contexts. Various models exist, using different governance 

instruments. Tailored to participants, data, processes, and transactions, and technologies, these 

systems are often not generalizable nor interoperable. Our research has for objective to define a 

flexible and interoperable model for data-sharing, providing the fairness and trustworthiness 

required in cross-sector data collaboration. The model proposed can serve as a foundation for fair, 

accountable, and trusted transactions. Current technologies answer the requirements for building 

systems following this framework. Future steps include the work on an extensible description 

scheme covering entities, services, policies, transactions, and assets, and the design of policy and 

validation engines. 
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Abstract  

The Internet of Things (IoT) has been around for many years, and specific fields utilizing the 

benefit of connectivity, networking, and processing information from devices are well documented. 

Over the years, the IoT and the integration in oral health made through combining the Internet of 

Things (IoT) with smart technologies such as mobile phones and electronic medical records have 

been on the rise. There are different uses of IoT in dentistry and the benefits of applications of big 

data for interventional studies in oral health. Using IoT requires an understanding of acceptability 

and responsibility for preserving privacy for the user and the collected data, as the integration of 

IoT in health presents some challenges with privacy and security. There are advantages and 

challenges to integrating the Internet of Things (IoT) with smart technology in oral health 

requiring interdisciplinary collaboration to maximize benefits and minimize vulnerabilities. In this 

work-in-progress study, we seek to outline the trends and challenges in research and literature 

pertaining to IoT devices and smart technologies in oral health. The systematic mapping 

methodology is proposed to identify and analyze the trends and challenges in the research 

literature about IoT devices and smart technologies in oral health. The paper ends with a 

discussion and conclusion.  

Keywords: Internet of Things (IoT), Internet of Dental Things, Oral health, wearable healthcare 

devices, smart health systems, Internet of medical things, security. 

Introduction  

The term Internet of Things (IoT) is used to describe a paradigm in which technology objects are 

combined with identifying, sensing, networking, and processing features that give them the 

capability to communicate with each other and other devices over the Internet (Whitmore et al., 

2015). The convergence of the Internet and Sensor Networks offers new possibilities, allowing 

machine-to-machine communication using the Internet. On the other hand, the International 

Telecommunication Union defined IoT as ‘‘a global infrastructure for the Information Society, 

enabling advanced services by interconnecting (physical and virtual) things based on, existing and 

evolving, interoperable information and communication technologies” (Wright, 2015, para. 3). 

Researchers pointed out prominent areas of IoT application as smart industry (intelligent 

production systems), smart home or building area (intelligent thermostats), smart energy (smart 
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electricity), smart transport (vehicle fleet tracking), and smart health (chronic disease 

management) (Wortmann & Flüchter, 2015). IoT technologies have been applied in virtually all 

areas. 

IoT devices are incorporated into healthcare as embedded or wearable sensors on the human body 

and are used to collect physiological information, including temperature, blood pressure, and 

electrocardiograph readings (Pradhan et al., 2021). IoT continues to be used in healthcare to 

transmit data from the patient to the healthcare provider. Andion et al. (2018) pointed out that 

installing low-cost sensors in patient homes to collect behaviors and patterns of the patient is 

another use of IoT. The information collected can be analyzed to detect any anomalies, thereby 

improving a patient’s health. Table 1 shows some of the ways that IoT devices can be used in 

healthcare.  

Table 1. Uses of IoT Devices in Healthcare 

Device  Purpose  

Wearable biosensors  Used to monitor vital signs including temperature, heart rate, 

breathing rate  

Smart thermometers   Used to track and monitor body temperature 

Connected inhalers  Used to track respiratory conditions like asthma and chronic 

obstructive pulmonary disease  

Smart watch monitoring  Used to monitor and measure blood oxygen  

Smart glucose monitors  Used to monitor patient blood sugar levels  

Automated insulin delivery (AID) 

systems  

Used to deliver continuous supply of insulin into the patient  

 

While the benefits of IoT devices and other smart technologies are clear, they also provide some 

challenges. The challenges include the fact that IoT devices collect and track personal data which 

presents some privacy challenges (Bhadauria & Chennamaneni, 2022). Consequently, the 

exchanging of data between IoT devices and other cloud-based applications increases the attack 

surface thereby putting all connected people and devices at risk of cybersecurity attacks.  

Theoretical Background 

Pradhan et al. (2021) pointed out that IoT refers to a network of physical objects incorporating 

sensors, software, and other technologies that connect and exchange data with other devices over 

the Internet. In healthcare, IoT devices in the form of wearable devices with sensors have been 

used in many situations including the diagnosis of COVID-19 (Al Bassam et al., 2021). Ghubaish 

et al. (2021) mentioned that their section of IoT referred to as Internet-of-Medical Things (IoMT) 

which, allows medical health professionals to monitor patients with chronic diseases. Specifically, 
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IoT devices were used to measure patient vital signs and notify medical authorities when 

quarantined patients violated quarantine restrictions. Qureshi and Krishnan (2018) mentioned that 

wearable body sensors provide a solution for remotely monitoring healthcare. Healthcare 

professionals such as doctors can continuously receive crucial patient information, assisting 

patients sooner rather than later. Kang and Hwang (2022) submitted that the healthcare and 

medical industry are being changed by adopting IoT devices in healthcare operations. IoT devices 

are used in the measurement of patient kinetic data, such as calorie consumption and the number 

of steps taken. IoT devices, also called smart health systems, can be used to monitor physiological 

body aspects such as skin and motion to detect early signs of health problems (Pilavaki, et al., 

2016). Furthermore, oral health is an integral part of overall health. There is an effort to increase 

awareness and prevention of oral health diseases associated with systematic chronic conditions. 

Children and adolescents are at high risk for dental caries and poor oral hygiene due to 

multifactorial lack of access, lack of good oral hygiene practice, increased consumption of sugary 

drinks, and lack of healthy nutrition. In addition to practicing poor oral hygiene and consuming 

large quantities of sugary beverages, adolescents often spend hours on their cellphones, as many 

as eight hours daily (Fobian et al., 2016). The “iGeneration” spends hours with individualized 

technology. Therefore, large amounts of data are collected from these devices (“big data”) and in 

the iCloud for storage. Here is the opportunity to use technology sensitively to capture behavioral 

data and use it to improve oral health outcomes.   

However, the field of dental IoT technologies needs to advance further to catch up with other fields 

using IoT, but some limitations in software performance and synchronization with dental 

equipment prevent flawless incorporation of the technology. Some proponents suggest that the 

solution is more complex for integration into the dentistry (Stohler, 2021). The benefits of using 

the interface during COVID-19 allowed timely connections between patients and dentistry 

providers. For those patients dealing with chronic illness and periodontal disease, integration of 

the interface will work nicely to support these patients and monitor the progression of other 

systematic diseases. This presents an opportunity to review the training and education of dental 

health care providers and incorporate aspects of cross-training with interface applications and 

reasoning in prevention.   

Moreover, incorporating technology and IoT into the academic field of dentistry can improve 

educational activities. For example, using IoT in simulation settings to teach dental radiology safe 

practices eliminates radiation exposure and provides a means to submit data to a 

telecommunication network to store for the use of students as they determine and diagnose dental 

disease (Kim et al., 2019). Another innovative use of IoT to assist dental students in learning dental 

microbiology is to connect them with laboratory games that integrate bio-bacteria (Kim & Poslad, 

2019). Innovative ways to incorporate IoT in dentistry with future of dentistry providers. These 

are only two examples of innovative ways to incorporate IoT in dentistry education and provide 

future dentistry providers with the skills they will need to thrive in our remote hybrid world. 
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Figure 1. Patient sending dental data to provider 

Over the years, different industries have used IoT devices and it is predicted that the worldwide 

use of IoT devices will triple by 2020 (IoT Connected Devices Worldwide 2019-2030, n.d.). Figure 

2 shows the number of IoT connected devices over the years. Moreover, the growth of these 

devices is linked to the worldwide Internet, and smartphone using social media platforms such as 

Facebook and Instagram have been known to link to these devices. Advances in cloud-based 

technology and the Internet of Dental Things (IoDT) have resulted in the integration of IoDT 

devices (such as smartphones and tablets) with oral health monitoring; data collection is 

recommended. With this integration comes the means to collect data that can be used to facilitate 

the prediction of risk for dental caries and periodontal diseases. The use of this innovative 

technological approach is encouraged as it will facilitate the prediction of risk for dental caries and 

periodontal diseases. In addition, the efforts toward early detection in prevention related to oral 

health will bring a new perspective on how to approach these multifactorial problems (Salagare & 

Prasad, 2020). Moreover, the Internet of Dental Things (IoDT) integrating smart toothbrushes with 

a sensor to connect with the patients’ cell phones, tablets, or personal computers offers a streaming 

approach to collect reliable data. The toothbrushing frequency and pressure applied are vital 

information for the user, which provides immediate feedback (Salagare & Prasad, 2020). All the 

devices connected suggest a valuable model for oral health in dentistry. The complete data is 

uploaded to the cloud-based server in which  different devices can collect information, not only 

smart toothbrushes but also wearable sensors. It offers an excellent future for managing and 

monitoring dental and chronic diseases using the IoDT.     
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Figure 2: IoT Connected devices over the years 

Digital devices (e.g., teledentistry, digital scanning, 3-D printing, and others) are -known and often 

used daily in dentistry on a global level (Salagare & Prasad, 2020). Furthermore, IoT devices are 

connected and controlled, from the sensor device to the server, collecting data sets from dentistry 

patients and contributing to a smart world encompassing many other healthcare fields (Ganesh & 

Sugumar, 2021). Researchers have found that there is a lack of major research in incorporating 

IoDT, even though it is poised to revolutionize the field of dentistry (Ganesh & Sugumar, 2021). 

Researchers have been incorporating wearable devices (such as intraoral devices) and connecting 

them with IoDT (Ganesh & Sugumar, 2021). These wireless devices are getting smaller and more 

efficient, seamlessly incorporating dentistry medical records using cloud-based technology. 

However, there are challenges many healthcare systems and machines do not cross-talk with one 

another. Opportunities should continue to expand in the healthcare fields of dentistry, medicine, 

nursing, and others to speed connectivity with IoT systems and improve patient care. We need to 

continue emphasizing IoT improvement concerning data management and storage, user-friendly 

interface, systems’ communication, security, energy efficiency, and data monitoring. 

Privacy  

While it is clear that big data benefits dental practice and research, challenges such as privacy, 

anonymity, security, and informed consent require solutions (Favaretto et al., 2020). Unauthorized 

entities can easily access sensitive patient information, leading to a breach in patient privacy and 

confidentiality. Security issues with IoT devices have been an issue over the years. During the 

early adoption of IoT, Kumar, Vealey, and Srivastava (2016) submitted that security and privacy 

were the main impediments to these devices’ wide acceptance and adoption.   Vishnu, Ramson, 

and Jegan (2020) concurred that security and privacy challenges and trends limit users' acceptance 

and usage of IoMT. Bhadauria and Chennamaneni (2022) pointed out that cyber-attacks on IoT 

devices significantly increased to 300% in 2019, with 2.9 billion events recorded during that year. 
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One possible solution to patient privacy and security is implementing a three-zone confidentiality 

model of networked and non-networked medical databases (Favaretto et al., 2020). The model 

includes different access and security levels based on the sensitivity of patient data being accessed. 

Research Questions and Methodology 

This study aims to outline the trends and challenges in research and literature pertaining to IoT 

devices and smart technologies in oral health. The systematic mapping methodology will be used 

to identify and analyze the trends and challenges in IoT devices and smart technologies in oral 

health. The systematic mapping study will be used because of its ability to provide an overview of 

a research area through classification and counting contributions as it relates to the classification 

categories (Petersen et al., 2015). Specifically, the systematic mapping study will address the 

research questions in Table 2. 

Table 2. Research Questions and Motivations 

RQ No. Research Question Motivation 

RQ1 What are the publication trends 

of IoT devices and smart 

technologies in oral health? 

To identify and discover current trends 

of published articles on IoT devices and 

smart technologies in oral health. 

RQ2 What are the trends in literature 

and publication frequency of 

research in IoT devices and 

smart technologies in oral 

health? 

To identify and discover publication 

frequency of published articles on IoT 

devices and smart technologies in oral 

health. 

RQ3 What impacts does IoT devices 

and smart technologies have had 

on oral health? 

To identify challenges pointed out by 

researchers in published articles on IoT 

devices and smart technologies in oral 

health. 

RQ4 What challenges are faced in the 

implementation of IoT devices 

and smart technologies in oral 

health? 

To identify challenges pointed out by 

researchers in published articles on IoT 

devices and smart technologies in oral 

health. 

RQ5 Who are the active researchers 

on the use of IoT devices and 

smart technologies in oral 

health? 

To identify active researchers in 

published articles on IoT devices and 

smart technologies in oral health. 
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The systematic mapping methodology will be used based on the method which was proposed by 

Petersen et al. (2008). The mapping process with all the phases we will carry out is listed in Figure 

3. The phases consist of five steps and corresponding outcomes. 

 

Figure 3. The Systematic Mapping Process 

The first process of definition of research has been completed and the next process will be to 

conduct a search of all relevant articles. The following databases will be used to search published 

articles on IoT devices and smart technologies in oral health: 

• Computers & Applied Sciences Complete 

• IGI Global Ebooks Collection 

• ACM Digital Library 

• Science Direct 

Table 4. Inclusion and exclusion criteria 

Inclusion Criteria Exclusion Criteria 

Articles that discuss trends and/or challenges 

of IoT and smart technologies in oral health 

Articles that do not discuss trends and/or 

challenges of IoT and smart technologies in 

oral health 

 Articles that are not in English 

 Articles with the main output of a systematic 

literature review or mapping study 

 Book chapters 

 Articles not accessible in full text 

 Duplicate studies 
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The keywords we will use for searching will be acquired from our background research, as listed 

in the theoretical framework section above. The search included the keyword “Internet of Things” 

and other related terms. The search string will contain key phrases IoT, the Internet of medical 

things, wearable healthcare devices, smart health systems, and the Internet of dental things. After 

searching and getting results of articles from the databases, the screening process will be conducted 

in order to remove duplicate articles. The screening will be performed using the inclusion and 

exclusion criteria in Table 4. 

During the data extraction phase, relevant information from the articles will be used to address the 

research questions. The data extraction form for each selected article as shown in Table 5 will be 

used. 

Table 5. Data extraction form 

Data Item Value RQ 

Title   

Authors   

Publication trend  RQ1 

Publication frequency  RQ2 

Impacts of IoT devices and 

smart technologies on oral 

health 

 RQ3 

Challenges  RQ4 

Active researchers  RQ5 

  

The final step will be to present the results of the mapping study using frequency tables and other 

graphs. The y tables and graphs will help answer all the research questions and identify trends and 

challenges of IoT devices and smart technologies in oral health. To the best of our knowledge, this 

study will be the first to answer questions about IoT devices and smart technologies in oral health. 

Discussion and Conclusion 

Our study aims to outline the trends and challenges in research and literature pertaining to IoT 

devices and smart technologies in oral health. We seek to elucidate the current knowledge in 

relation to the Internet of Things in dentistry and the uses of smart technology for oral health. Big 

data presents opportunities in health care, including oral dentistry. Data analytics tools can be 

applied to provide solutions in oral dentistry. Data mining tools can also be used to analyze and 

evaluate collected data. The results have the potential to advance the dental profession. Using 

technology, devices, and the big data subsequently collected offers the opportunity to predict and 
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move us toward a world in which we could notify users not only about their risk for a disease but 

empower them to take action toward their health before it is too late. The increase in the number 

of IoT devices over the years and the data collected is well documented. People are now using 

more and more smart devices and mobile-based applications which connect to IoT devices. IoT 

devices can be used in dental care to learn more about brushing patterns and thereby provide some 

solutions. However, the use of IoT devices presents challenges in privacy and security. Proper 

mitigation measures can and must be put in place if the benefits of IoT devices are fully utilized. 

The IoDT can assist with monitoring oral health diseases and outcomes, and with the 

implementation of different technologies and devices, it is possible to offer these services to 

patients and users. It is common for people to employ wearable devices to collect daily wellness 

information; many people, for example, use a Fitbit device or Apple watch to track health habits 

and information. Dentistry healthcare providers will see the benefits of using IoDT when 

researchers in the field collaborate with colleagues in other disciplines, such as IT, medicine, 

nursing, and psychology. Currently, groups advocating for the acceptance of IoT in dentistry are 

starting to understand how it works and how to implement it, as well as the need for professional 

development among dentistry providers and support staff in this area. The results of these efforts 

will benefit patients or users and improve the workflow of clinical practices. Patients crave current 

information on their health status. Moreover, the population's makeup is changing in age and 

values. The future of dentistry includes utilizing technologies such as the IoT and integrating smart 

technology; in collaboration with other disciplines, the global benefits of up-to-the-minute oral 

healthcare knowledge can be realized.  

In conclusion, we recognize the challenges of implementing technologies like the Internet of 

Things and integrating smart technologies in oral health. The field of dentistry can significantly 

benefit from the use of IoT devices and the analysis of information available through big data. 

Measures must be put in place to address privacy and security challenges. This is a relatively new 

field in which the collaboration of interdisciplinary teams can advance a significant shift toward 

improving oral health, particularly among young people. 
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Abstract 

This paper has examined the knowledge management performance of a Thai airport operator 

under State Enterprise Assessment Model (SE-AM) guidelines. By utilizing a qualitative research 

approach, data were collected from employees involved in the SE-AM process through in-depth 

interviews regarding their expectations of SE-AM performance in 2026, when compared with 

actual performance in 2021. The results show that the largest gaps were in the following SE-AM 

criteria: “Leading the organization” (1.50 gap score), “KM outcome” (1.10 gap score), 

“Planning and support resources” and “KM process” (0.80 gap score). To fill such gaps, this 

paper has revealed a wide array of managerial implications which were highlighted by the 

respondents, from leadership-driven strategies and process-driven strategies to a proven result of 

key performance with KM implemented as part of the process.  

Keywords: Airport operator, gap analysis, state enterprise, assessment model. 

Introduction 

State enterprises, which are government-owned business enterprises, play a key role in national 

development in the provision of critical infrastructure, such as energy, water supply, 

transportation, communication, and telecommunications. They also play important roles in 

agriculture and industry. These state enterprises are considered key governmental instruments for 

national development (Rodmorn et al., 2019).  State enterprises play an important role in 

Thailand’s economy (Nitikasetsoontorn, 2019), and every state enterprise strives to perform well 

in the annual performance evaluation conducted by Thailand’s State Enterprise Policy Office 

(SEPO), which is based on operational excellence criteria. By applying the frameworks and criteria 

of the Malcolm Baldrige National Quality Award (MBNQA) and the Thailand Quality Award 

(TQA), SEPO established the State Enterprise Performance Appraisal (SEPA) framework 

(Wipulanusat et al., 2016). 

The SEPA framework comprises seven criteria, which reflect the operations and results achieved 

by state enterprises, including organizational leadership (criterion 1), strategic planning (criterion 

2), customer and market focus (criterion 3), knowledge management or KM (criterion 4), 

personnel focus (criterion 5), process management (criterion 6) and results (criterion 7) (State 
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Enterprise Policy Office, 2023a). Whilst SEPA is widely accepted as an integrated framework for 

organizational development (Wipulanusat et al., 2016), the State Enterprise Policy Office (2023b) 

integrated both of its major assessment models, including SEPA and the organization management 

system, into the State Enterprise Assessment Model (SE-AM) in 2018. The criteria of the SE-AM 

framework will be discussed in the next section. 

The State Enterprise Assessment Model (SE-AM) 

According to Thailand’s State Enterprise Policy Office (2023c), the framework for assessing the 

performance of state enterprises according to the State Enterprise Assessment Model (SE-AM) 

system is divided into two parts as follows: 

1. Key Performance Area: The first part focuses on the state enterprise's strategic 

implementation, as well as key results such as the performance of important missions or 

project plans that reflect efficiency and achievement. 

2. Core Business Enablers: The second part consists of eight assessment areas: Corporate 

Governance & Leadership, Strategic Planning, Risk Management & Internal Control, 

Stakeholder & Customer Management, Digital Technology, Human Capital Management, 

Knowledge Management & Innovation Management, and Internal Audit. 

To create assessment criteria for Knowledge Management (KM) which is a  core business enabling 

factor, the State Enterprise Policy Office (2023c) employed the Triplex Perspectives, which 

include leadership roles, process, and outcome, to determine the factors affecting the success of 

knowledge management as illustrated in Table 1. 

Table 1. KM Triplex Perspectives 

Perspectives Criteria Indicators 

Leadership 

roles 

1. Leading the organization 1.1 Vision / direction / knowledge management policy 

1.2 Participation of executives at all levels 

2. Planning and Support 

Resources 

2.1 KM planning and evaluation monitoring 

2.2 Resource allocation 

3. Personnel 3.1 Awareness, understanding, participation and KM 

incentives 

3.2 Work culture and environment 

3.3 Competencies and responsibilities of the KM team 

Process 

4. KM process 4.1 Systematic knowledge management process and 

application of technology 

5. Operational process 5.1 Knowledge-based operations 

5.2 Creating knowledge-based operational risk 

awareness 

Outcome 6. KM outcome 6.1 Results of the performance derived from KM 

Source: State Enterprise Policy Office (2023c) 



 
Refereed Paper Proceedings - KM Conference 2023 – Geneva, Switzerland 
A Publication of the International Institute for Applied Knowledge Management 

 
 

 - 42 - 

Airport Knowledge Management 

As this paper focuses on the SE-AM assessment of airport KM, it is crucial to understand how 

airports around the world have been transformed into state enterprises. As Baxter and Srisaeng 

(2021) explained, the privatization of airports by governments has been one of the most significant 

trends in the global airport industry over the past thirty years. Following privatization,  airports 

normally employ a commercial business model to maximize their revenue. By adopting such a 

commercial management focus, airports in recent times have transformed into a dynamic and 

competitive industry. 

To operate an airport successfully in a competitive environment, KM plays a key role in the airport 

industry, particularly due to two major factors. Firstly, managing the airport requires specific 

knowledge for particular job functions. While airport management knowledge can be learned or 

acquired through experience,  Chutiphongdech and Vongsaroj (2022) argued that most employees 

in Thai airports lack a solid foundation in airport business and airport operation knowledge. 

Moreover, some airport executives are from non-airport organizations and therefore do not have 

the relevant background. Secondly, a number of authors (e.g. Almahamid et al., 2021; Linden, 

2021) highlighted another factor emphasizing the need for airport knowledge which is COVID-

19. As COVID-19 has disrupted the airport industry and created an uncertain environment, 

managers in the airport industry need to adapt and prepare for future crises by developing more 

resistant organizations with a greater learning capacity. 

With these influential factors, airports should be regarded in the same way as a learning 

organization (Linden, 2021). By identifying and managing the wealth of knowledge and 

experience of all employees, airports can create more agile and flexible management which 

prepares them for any future crises and accelerates the crisis recovery (Lopez-Valpuesta & Casas-

Albala, 2023) in order to develop a more resilient organization (Linden, 2021). Whilst there is a 

wide array of KM implementation strategies, Miao et al. (2022) examined the critical elements of 

KM in the air transport industry. Findings have revealed that the most important KM 

implementation approach is information sharing, with joint knowledge creation and E-learning as 

the second and third most important approaches respectively. In turn, these three KM 

implementation approaches have a positive influence on management and efficiency performance 

in the aviation sector. 

Research Rationale 

As the concept of performance appraisal model has been widely implemented by Thai state 

enterprises, an analysis of performance practice can provide a practical approach for other state 

enterprise to learn and follow (Wipulanusat et al., 2016). Nonetheless, there is a lack of study on 

how Thai state enterprises implement KM, particularly in the airport industry. Therefore, this paper 

aims to examine how an airport operator, as one of Thailand’s largest state enterprises, performs 

KM based on SE-AM assessment, and to conduct a gap analysis between actual and expected 
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assessment KM scores. It should be pointed out that this paper has adopted the definition of KM 

based on a number of authors (e.g. Abdalla et al., 2022; González-Ramos et al., 2023; Li et al., 

2023; Mennini et al., 2022; Öberg & Lundberg, 2022; Pepple et al., 2022; Vrontis et al., 2021) as 

the process of identifying, managing, and sharing knowledge. 

Methodology 

This paper utilized a qualitative research methodology to explore KM implementation by a state-

enterprise airport operator which manages six major airports in Thailand. A qualitative 

methodology has been applied by a number of authors (e.g. Pepple et al., 2022) to assess KM 

implementation and the factors that influence their effectiveness. The target population includes 

executives and employees of the airport operator in Thailand. To better understand the experiences 

and to obtain a broader picture of the work connected with the SE-AM framework, a purposive 

sampling method has been used to approach employees who had different levels of involvement 

in the SE-AM self-assessment process and different levels of responsibility in their jobs. 60 

employees were approached and 22 employees (a 36.7% response rate) met the criteria and agreed 

to participate. As Hennink and Kaiser (2022) pointed out, qualitative studies can reach data 

saturation at relatively small sample sizes (9-17 participants).   

In-depth interviews were conducted during July-August 2022. Each participant was given the 

following questions for discussion:  

1. When compared with the actual SE-AM KM score in 2021, what would be the target SE-

AM KM score in 2026?   

2. In order to achieve such a target, which KM strategies or activities should be implemented?  

To analyze the data, the content analysis technique was utilized to determine the relationship 

between the themes that emerged from the interviews. Each theme was color-coded with one color 

for each theme.  Tables were then constructed to identify the themes using Microsoft Excel 

software. As Buathong and Lai (2017) pointed out, content analysis is considered an appropriate 

technique for generating valid inferences from texts in the context of their use. To improve the 

validity of the qualitative data, triangulation has been employed by discussing the overall findings 

with the respondents via email. In general, the respondents agreed with the findings and did not 

have further comments. 

Results 

The respondents were asked to rate each statement concerning their expectations in regard to the 

SE-AM score in 2026, (i.e. the next five years from the latest score in 2021) using a five-point 

Likert scale ranging from (1) ‘Very low’ to (5) ‘Very high.’ The measurement of their level of 

expectation and perception was divided into five levels. The class intervals were as follows: 

Mean = Highest score – lowest score / Number of levels = (5 – 1) / 5 = 0.80  
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Therefore, the criteria used to interpret the mean score were as follows: 

A score between 1.00 and 1.80 means very low 

A score between 1.81 and 2.60 means low 

A score between 2.61 and 3.40 means moderate 

A score between 3.41 and 4.20 means high 

A score between 4.21 and 5.00 means very high 

Table 2. SE-AM gap score 

Criteria 
Actual SE-AM 

score in 2021 

SE-AM target in 

2026 
Gap 

Leadership roles 1. Leading the organization 2.35  Low 3.80 High 1.50 

2. Planning and support resources 2.50 Low 3.30 Moderate 0.80 

3. Personnel 2.68 Moderate 3.30 Moderate 0.60 

Process 4. KM process 3.05 Moderate 3.80 High 0.80 

5. Operational process 2.35 Low 3.00 Moderate 0.70 

Outcome 6. KM outcome 1.95 Low 3.00 Moderate 1.10 

Average 2.48 Low 3.37 Moderate 0.89 

 

Figure 1. SE-AM gap score 
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Based on the actual SE-AM assessment score in 2021, the airport operator achieved an average of 

2.48 score, with “KM outcome” as the lowest score at 1.95 and “KM process” as the highest score 

at 3.05. When asked for the expectation for the SE-AM score in 2026, the participants had an 

average expected score of 3.37 with the largest gaps in “Leading the organization” (1.50 gap 

score), “KM outcome” (1.10 gap score), “Planning and support resources” and “KM process” (0.80 

gap score) respectively. The details are shown in Table 2 and Figure 1 above. Each participant was 

then asked the following question: “In order to achieve such a target, which KM strategies or 

activities should be implemented?” Based on content analysis, the themes that emerged in regard 

to each SE-AM criterion are discussed below. 

Leading the Organization 

As shown in Table 1, the SE-AM criterion “Leading the organization” consists of two indicators, 

which are: “Vision / Direction / Knowledge Management policy” and “ Participation of executives 

at all levels.” To shift the SE-AM score of 2.35 in 2021 to the expected score of 3.80 in 2026, the 

respondents recommended the following KM strategies. Firstly, this airport operator needs to 

encourage KM participation from executives at all levels.  One respondent stated that “Right now 

our top management has actively communicated the importance of KM; however, the management 

in the middle level is still primarily focused on day-to-day operations and does not put sufficient 

emphasis on executing the top management’s KM direction.” 

To do so, top management should be invited to join the KM working committee, with the 

committee meeting more frequently in order to communicate the vision from management and to 

drive outcomes. More importantly, mid-management needs to be able to communicate the benefits 

of using KM to their employees, which includes how KM could enhance their work efficiency. 

Secondly, the management team needs to lead by example, to demonstrate their commitment to 

the KM process. For instance, management can start with a trial executive meeting which allows 

the employees to observe how the management makes critical decisions based on the available 

knowledge of the committee. 

Planning and Support Resources 

The “Planning and Support Resources” criterion consists of two indicators, which are “KM 

planning and evaluation monitoring” and “Resource allocation.” To shift from 2.50 to the 3.30 SE-

AM score, the respondents suggested the following. Firstly, the airport operator needs to ensure 

that its KM plan is up-to-date and is aligned with other major plans, which include an 

organizational strategic plan to related masterplans such as the innovation masterplan, the human 

resources masterplan, the digital masterplan, and more. Without alignment with such master plans, 

it will be very challenging for KM to support the strategies of the organization. Secondly, the 

airport operator needs to show commitment to KM implementation by setting a policy to allocate 

the KM budget based on the organization’s profit in each fiscal year. One respondent commented 

that “one of the approaches to show the organization’s commitment to KM is to allocate budget, 
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such as a small percentage from annual profit. This will empower various departments to enhance 

their own KM, instead of waiting for the HR department to provide one-size-fits-all KM activities”. 

Moreover, the KM team would need to provide a quarterly update on the progress of KM 

implementation, preferably in an online dashboard format, which can be as simple as a Google 

Sheet, or with more advanced computer software, such as Power BI. 

Personnel 

The SE-AM criterion “Personnel” comprises three indicators which are “Awareness, 

understanding, participation and KM incentives”, “Work culture and environment”, and 

“Competencies and responsibilities of the KM team.” To improve the SE-AM score from 2.68 to 

3.30, the respondents suggested that nurturing a KM culture and atmosphere is very important 

particularly because most employees perceive KM as a low priority or even a burden. As a result, 

many employees believe that KM implementation is the responsibility of the Human Resources 

department despite the fact that KM is an organizational effort. Therefore, the airport operator 

needs to convey the message through various types of communication channels ranging from 

formal channels (e.g. email) to informal channels (e.g. messaging mobile app). To create a good 

KM atmosphere, employees should be motivated through a gamification or incentive system, 

rather than a KPI system One respondent stated that “Of course KPI is one way of driving KM; 

however, doing KM should not be all about mind-numbing paperwork. Instead, KM can be a good 

learning experience which will be a better way to raise the employee’s awareness, understanding, 

and participation towards KM.” For instance, those who contribute knowledge could earn points 

which can be redeemed for a special prize.  

KM Process and Operational Process 

The “KM process” criterion generally examines the knowledge management process and 

application of technology, whilst the “Operational process” focuses on knowledge-based 

operations and risk awareness. To enhance both aspects, the respondents agreed that a digital KM 

platform is needed, which can be accessed anywhere, at any time, and on any device. Firstly, this 

platform could be in the format of a mobile app, a web app, or a website, and serves as a one-stop 

service for those who seek to obtain information regarding the management of the airport, as well 

as other organizational management topics such as how to streamline work processes. 

Secondly, the airport operator should familiarize its employees with KM by integrating KM as part 

of the work process. For instance, instead of finding information by themselves when developing 

a new product or work process, employees should start the process by searching for available 

knowledge on the digital KM platform. Thirdly, the airport operator needs to consider the risks 

that will affect the KM process, such as the COVID-19 pandemic about which most airport 

operators had limited knowledge or know how. Another risk involved with KM is the risk of losing 

intrinsic knowledge due to the employee’s retirement or resignation. One respondent stated that 

“we have a large number of employees who have worked for this airport operator for over 10 
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years. They have acquired tremendous skills and knowledge through their experiences. Therefore 

we need to learn from them as much as we can to ensure that their unique knowledge can be 

transferred to others”.  

KM Outcome 

Regarding the “KM outcome” criterion, the airport operator needs to focus on the results of the 

performance improvement that derive from KM implementation. To improve the SE-AM score 

from 1.95 to 3.00, it is vital for the organization to enhance key performance with KM 

implemented as part of the process. To do so, the airport operator could consider reviewing its 

KPIs to ensure that KM is utilized to drive the KPIs. However, the respondents pointed out  that 

the KM outcome would not be successful without the implementation of other SE-AM criteria 

discussed above, which range from leadership roles to operational process. Therefore, it is crucial 

to have a monitoring system, or dashboard, to track the process of KM. One respondent suggested 

that “there should be a real-time dashboard where the management could monitor the process of 

KM to ensure that the knowledge crucial to the airport operator has been identified, acquired, 

managed, and transferred to employees who would benefit from such knowledge”. 

Conclusion 

This paper offers an approach to conducting gap analysis using a State Enterprise Assessment 

Model (SE-AM). By utilizing a Thai airport operator as a case study, this paper discussed the 

background and development of a SE-AM model, with KM as one of the core business enablers, 

issues of knowledge utilization, as discussed in aviation literature have been addressed, and a gap 

analysis was conducted between actual (2021) and expected (2026) SE-AM assessment of KM 

scores. The results show that the largest gaps were in the following criteria: “Leading the 

organization” (1.50 gap score), “KM outcome” (1.10 gap score), “Planning and support resources” 

and “KM process” (0.80 gap score). To fill such gaps, this paper has provided a wide array of 

managerial implications which have been highlighted by the respondents, ranging from leadership-

driven strategy, and process-driven strategy, to a proven result of key performance with KM 

implementation as part of the process. Therefore, this paper has contributed to an important area 

of research in regard to, ‘Thai state enterprise’s implementation of KM, particularly in an airport 

industry context, which still lacks study. Finally, the following areas of research are recommended 

for future study: 1. Comparing the KM performance in different types of state enterprises in 

Thailand; 2. Examining value creation by state enterprises through the implementation of KM; and 

3. Identifying the critical success factors of a state enterprise’s organizational learning approach 

during COVID-19. 
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